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Terminology

 Define Concurrency
 Concurrency control

 Define Parallelism

 Timeslicing
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Concurrency vs. Parellelism
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From: https://www.backblaze.com/blog/whats-the-diff-programs-processes-and-threads/

https://www.backblaze.com/blog/whats-the-diff-programs-processes-and-threads/


Concurrency in Client/Server
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Terminology

 Program

 Process
 Instruction Pointer (IP)

 Thread

 Local vs. Global Variables
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Process
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Thread
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Processes vs. Threads
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Process Thread

Processes are heavyweight operations Threads are lighter weight operations

Each process has its own memory space
Threads use the memory of the process 
they belong to

Inter-process communication is slow as 
processes have different memory 
addresses

Inter-thread communication can be 
faster than inter-process communication 
because threads of the same process 
share memory with the process they 
belong to

Context switching between processes is 
more expensive

Context switching between threads of 
the same process is less expensive

Processes don’t share memory with 
other processes

Threads share memory with other 
threads of the same process



Context Switch

 Define

 Process vs. Thread
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